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Outline

— “The” issue

— Starting point

— Which kind of service?

— Which kind of users?

— Flexibility

— Different transfer strategies

— Policies

— Performances

— Different federation strategies
— PID and registered data



Exponential growth
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Where to store it?
How to find it?

How to make the most of it?

How to ensure service
interoperability?
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Collaborative Data Infrastructure

* To move data across heterogenous systems and organizations,

the keys are
* interoperability at organisational, semantic and technical levels,

* scalability and reduction of the complexity of the data management

“ User functionalities, data capture
& transfer, virtual research
environments

Data discovery & navigation, |

Data
Generators

. > workflow generation, annotation,
Community Support Services i,,te,,,,etaﬂi,ity

Data Curation

Persistent storage, identification, |

. authenticity, workflow execution,
Common Data Services J mining b
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Just another infrastructure?

If there are hundreds of Research Infrastructures, how many
different data management systems can we sustain?

Research Research Research Research
Community Community Community Community
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Principles — where we want to be

1. Data deposited will be preserved in perpetuity
2. Data are best curated in their own communities

3. Access to data in the Collaborative Data
Infrastructure is free at the point of use

4. The Collaborative Data Infrastructure will not
assert ownership of any data it holds

EUDAT
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Data movement staging or repllcatlon’?

Safe Replication J Data Staging

Data preservation and § Dynamic replication
access optimization to HPC workspace
for processing
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Replication

« Safe Replication to enable
communities easily create replicas
of their scientific datasets n
multiple data centres for improving
data curation and accessibility

EUDAT
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Once upon a time ...

replicate my collection X to three data centres

and store the collection safely for 10 years
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Replication Service

... Which is not a personal cloud space
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What about trust?

- Can you find where your data are
physically stored on the cloud?
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Or who can access them?

] because clouds are opaque

While a collaborative data mfrastructure IS transparent
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Then is it a complex mechanism suited only for
expert data managers?

No.
It is a flexible approach able to encompass
quite different usage scenarios.
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Single researcher Team

Community

Upload and Upload, add Periodic transfers,
forget metadata, share quality checks ...

Different strategies for different usage scenarios
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EUDAT service overview

Metadata Catalogue = AAl
Aggregated EUDAT metadata domain. r Network of trust
Data inventory among

—/

authentication
and
Safe Replication Data Staging Simp|e Store authorization
Data preservation and@ Dynamic replication Researcher data ACIOES
access optimization to HPC workspace store (simple
for processing upload, share and
access)
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PID
Anchor
for
identifica-
tion and
integrity
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Service availability, does not mean user awareness

EUDAT

YOU WANT YOUR COUSIN TO SEND YOU A FILE? EASY.
HE CAN EMAIL IT TO— ... OH, IT’S 25 MB? HMM...

|
DO EITHER OF YOU HAVE AN FTP SERVER? NO, RIGHT.
\
IF YOU HAD WERB HOSTING, YOU CouLD UPLOAD IT...

)
HMM. WE COULD TRY ONE OF THOSE MEGASHAREUPLOAD SITES,
BUT THEYRE FLAKY AND FULL OF DELAYS AND PORN FOPURS.

(
HOW ABOUT AIM  DIRECT CONNECT? ANYONE STILL USE THAT?

\
OH, WAIT, DROPBoX! IT’ TriiS RECENT STARTUP FRom A FEW
YEARS BACK. THAT SYNCS FOLDERS BETWEEN COMPUTERS.
YOU JUST NEEDTD MAKE AN ACCOUNT,; :Nsmumf:—-

OH, HE J'UST DROVE

OVER To YOUR HOUSE

\JnH A USB DRIVE?
UH COOL THAT
£ WORKS, TCO.

T LIKE HOW WEVE HAD THE INTERNET FOR DECADES,
YET "SENDING FILES" IS SOMETHING EARLY
ADOPTERS ARE STILL FIGURING OUT HOW TO DO.

http://xkcd.com/949/
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Transfer approaches

Autonomous Planned

medium
small
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replicate my collection X to three data centres
and store the collection safely for 10 years

Apparently a simple statement

But you need to plan it, then you need ...
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Vertical flexibility
S S

iRODS Metadata
Catalog

iRODS Rule
Engine

Implements
Policies

Database
Tracks state of data

21
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EUDAT consortium is working on
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We can call them “internal policies”

http://www.flickr.com/photos/frank3/6053973411

B |

Policies for the Collaborative Data
Infrastructure management
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Each community has one or more doors to connect
to the infrastructure

s

& EUDAT center
=S community center

Ingestion
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replicate my collection X to three data centres
and store the collection safely for 10 years ...

And keeping on-line the data
uploaded during the last six months




Ll

an
=
]
——
-
L&
=
o =
5

So far so god
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Performances?




‘If you\produce 1 TB of data per day a'nd -
you want to store it remotely |
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Eudat Transfer optlons

Globus Online

Third party transfer, web
portal

o - globus online
EJ_D\ AN
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Globus server
> — to server
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e e IRODS specific
[ ~ server to server
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= Work in progress _z# =22~
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To ) jom or nof td join

Join: automated data movement server to server

EPIC PID
MD Content PID service
Access || search search Input
Ingest Rights | o )
Local Access Software Stacks
System Access Component
] L |

Replication
micro service

Replication\
micro service

Local Data Organization Software Stacks \

File System Clouds File System

client

Operating System IRODS ] Replication
Databases P & ¥ — Replication / P F::Iient Databases Operating System

Storage System Storage System

I .«y.o)rl
EUDAT Data center Community repository



Persistent Ideﬁtifiers

(

See the previous presentation “Persistent Identifiers” by Maurizio Lunghi for
the general concept.

EUDAT relies on the EPIC service to associate persistent identifier to digital
objects.

EPIC is an identifier system using the Handle infrastructure.

Handle System Architecture Handl luti
andle resolution

The Handle System

——
T T

Global Handle Local Handle — hdl:123/456
Registry  ServiceC 0
Loca Fond e s
ServlueAe T Local Handle
Servicen
Local Handle
l Service B
e | HANDLE TYPED DATA
Local Handle Service 123/456 http://www.bell.edu/doc.pdf
With Two Service Sites http://www.bell.edu/music.mp3
and Different Server Configurations <xml=>
<auth=1.Doe</auth=
<date=050211</date>
Local Handle </l
Service A 010010101101011011010101001

123/457 http://library.edu/doc.html
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* Its focus is the registration of data in an early
state of the scientific process, where lots of data
IS generated and has to become referable to
collaborate with other scientific groups or
communities, but it is still unclear, which small
part of the data should be available for a long
time period.

R 32
EUDAT



Registered d

enrichment

data processing
reduction

analysis

temporary
data

acquisition
data { generation

description

/ \\ preservation

9|puey did Jlid3

citable
publication
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Safe replication explained

EPIC
service

Community ’
repository r. 1 —
dla tenier
li 1 Store
- .

Data Center
Store

e
EUDAT CDI Domain of registered data
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The set up of the automated data transfer between EPOS
community and EUDAT touched all the aspects we mentioned so far:

EPOS joined the EUDAT CDI
We defined a specific policy with them
We tuned the transfer tools to achieve the best performance, but
the HP tool (GridFTP) was useless since the bottleneck was the
bandwidth
So we chose a more flexible tool like iRODS irsync protocol
In fact in order to achieve a hourly synchronization we exploited
checksum sync and file age limit options.

EUDAT
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— data bit-stream preservation
— more optimal data curation
— better accessiblility of data

— Identification of data through
Persistent Identifiers (PIDs)
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Don't worry, \

By Frits Ahlefeldt

m http://www.flickr.com/photos/hikingartist/3555349324 37
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(=] %5, =] Scientific Coordinator: Peter Wittenburg
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Project Manager: Damien Lecarpentier
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eudat-info@postit.csc.fi

//www.eudat.eu
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