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Introduction 
 
Traditional scientific publication has principally been in the form of peer-reviewed published articles. 
Descriptions and acknowledgement of data sets was via reference in such articles. Today, data sets as 
significant contributions to science in themselves are becoming ever more important. This data must be 
citeable to encourage transparent, reproducible science, and to provide clear metrics for assessing the impact 
of research, which also drives funding choices [BD12]. 
 
For example, linguistics research produces large volumes of information changing from reprocessing. In the 
case of transcript of a song, or OCR correction of newspaper corpora, there is frequent addition and 
reworking of material. In the future, massive crowd sourcing will become more important, and studies of the 
state of knowledge as it was known at a particular instant will become important. A second class of examples 
arises from permanently operating observatories which supply nearly-continuous streams of data samples.  
In both cases, data is published in real time, so data requesters see the effect of changes almost immediately. 
 
Often these data sets are “works in progress” in two ways: they are still growing, as new data arrives, and 
they are revised as missing data is recovered, or as new calibration values are applied. We call these 
“dynamic” data sets, DDS. In referring to a DDS the question arises – what exactly are we talking about? Is 
it the state of the data set at the time we saw it, or the time values were first recorded, or the time “now” for 
some later reader/visitor? 
 
The Dynamic Data Working Group (WG) was tasked with considering common services and policies for 
which EUDAT might play a role of benefit to the research communities using and maintaining DDS. This 
broad mandate could be divided into two problem areas: 
1. Assuming a server can accommodate requests for them, what sort of persistent identifiers are needed to 
support the citation goals, and 
2. How can a data centre operator (a server) support these requests today and in the future? 
 
During the workshop, the WG discussed several other issues which don't fit well here:  
 

·  The existing but antiquated Global Telecommunications System (GTS) run by the World 
Meteorological Organisation [http://www.wmo.int/pages/prog/www/TEM/GTS/index_en.html] 
for transmitting weather observations, in which nodes having only partial information cause 
consistency problems, so they have different states at different times. Such data sets are uncitable 
today. 

·  Versioning versus PIDs – persistent identifier systems must allow for part or fragment identifiers to 
avoid creating an explosion of identifers, but there must then be a resolving system capable of 
interpreting the fragment identifiers. 

·  The question of access rights is completely separate from the questions of preparing and resolving 
PIDs. 

 
Aim / Outline 
 
The WG began by clarifying the concepts involved, rediscovering version control systems and the temporal 
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database (temporal db) as tools for retaining a history of changes. In the time available the group began to 
interpret these concepts in terms of a temporal database, which led to a convenient visualisation and 
consequently  to a clearer understanding of citation requirements for dynamic data sets. 
 
Concepts 
 
A common form of DDS is time series data in which measurements are obtained on a regular schedule, with 
a well-defined sample rate. Examples include the hourly temperature in Barcelona, and the displacement (a 
3-D vector quantity) of a seismograph from its rest position, which may record at a rate of 100 or more 
samples per second. These form streams of data, and a complete data set may contain many streams. 
 
Not all observations, and hence not all DDS are of this form. In linguistics, data may consist of audio or 
visual recordings together with annotations, observations, transcriptions and translations. These are all 
referenced to the time of utterance by a speaker. They are added to and revised by automatic and manual 
processing either shortly after recording, or many months or years later. Here there is rich metadata. 
 
Further examples might include a series of time-stamped values of a variable inferred from multiple sources, 
such as the paleohistory of temperatures over the last 10000 years derived from tree ring studies, isotope 
ratios, and so on. 
 
After discussing these issues at the workshop, the group concluded that there is a need to better define a few 
concepts. 
In making progress, it was necessary to clearly distinguish between: 
 

·  observation time (or measurement time), at which a measurement is made. This time may be 
recorded and time-stamped by a sensor itself. In temporal db language, this is the valid time e.g. for 
appointments [TimeDB1]. (In a general temporal db, valid time may even be in the future. 
Observational data from the physical sciences will not have this property, though predictions arising 
from forecasts may produce data with “observation” times in the future. ) 

·  access time  (or state time, or ingestion time), at which data arrived in this database system. In a 
temporal db, this is known as transaction time. 

·  granularity in time here mainly refers to reproducibility: is there a requirement to distinguish 
between states a few seconds, minutes, days apart? This time may be as small as the time between 
successive samples. Granularity relates to accountability. There is flexibility in selecting a 
granularity, as good reproducibility of work in the scientific record demands fine-grained, precise 
citability. But “data completeness and revision”, and ease of the administrative burden for data centre 
operators, push towards bundling changes into broad infrequent versions.  

 
Towards a solution 
 
The working group considered a server answering requests for extracts from a DDS. 
First, a requirement is stated: on arrival at a data centre, all data values are stamped with both measurement 
time (MT) and state time (ST). In the db business, this is known as “bi-temporal” data. When storing and 
handling the data set, data centres must preserve both of these times throughout the life of the data – during 
replication, backup, and archiving.  
 
Each observation can be represented in a dynamic data stream by a point in the bi-temporal space defined by 
(MT, ST) corresponding to the time at which the data arrived and the time to which it refers. (see Figure 1). 
Features of dynamic data such as latency and gaps can then be visualised: delays in arrival of the data 
(latency) move observations down from the line labelled “real time”, while missing values (gaps) cause the 
sequence of observations to jump to the right. Revisions of values at one or more time appear below the 
original values. 
  
A request for “the latest data” is met by choosing the latest ST for each MT. 
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A request for a time series is a request for the latest data with MT in the desired time window (start time <= 
MT <= end time). 
A request for “a snap shot” is ambiguous – it means one of two things: 

·  the set of latest observations available at the time of the snap shot. This is an “image”  of the 
evolving data set as it was known at a particular instant in time. 

·  the set of all observations available at the time of the snap shot, including those which were later 
revised. Let's call this a “complete” snap shot. Given this, it is also possible to reconstruct the 
appearance of the data set at a range of times before the snap shot time. 

 
Recommendation: data archiving tools, including the EUDAT B2SAFE (Safe Replication) service, should 
be capable of preserving the two-dimensional structure shown in Figure 1. These are  shown in Figure 2. 
Preserving this structure with a traditional relational database is complicated. It seems what is needed at the 
storage level amounts to a temporal database. There are extensions to many common SQL systems to provide 
temporal features [TimeDB, Snod99]. Thus, the recommendation is that EUDAT should consider designing 
and providing a simple to use service for managing a stream of observations while preserving both times. 
For efficiency with large high data rate applications, implementations may use file-based storage. 
 
Citation requirements 
 
With a technical solution to preserving and recalling data from a DDS in hand, it remains to develop a 
citation system using persistent identifiers. It is believed that the fragment identifier will provide a suitable 
mechanism for this. Each data center hosting a DDS will have to determine, in conjunction with its user 
community, what fragment or part identification they provide, and to which granularity, and which semantics 
is associated with it. 
 
As noted by the DataCite Metadata Working Group [MWS2013], citation and preservation of DDS is 
challenging. They outlined three approaches.  
 
The first, a time slice, shows an interval of measurement time, as it appeared at a particular state time. 
 
Example: a subset of data set for January 2013, as accessed on 25 September 2013. 
  pid:123456789?mt_start=2013-01-01&mt_end=2013-01-31 &st=2013-09-25 
 
Here the fragment identifier clearly indicates the measurem ent time and state time intended by the citer, 
with the mt_start, mt_end, and st parts. 
 
The second is to cite a specific snap shot. This requires that data set providers prepare such snap shots, and 
generate identifiers for them, with a frequency which is appropriate for their users. 
 
Example: the third version of a snapshot covering January-March 2013. 
  pid:123456789?release=2013-q1&version=3 
 
The third option is 
 
 c) Cite the continuously updated snapshot, but add an Access Date and Time to the citation. 
 
As they note, this is controversial “because it necessarily means that following the citation does not result in 
observation of the resource as cited”. In the terms above, this form of citation unnecessarily conflates access 
time and state time, while a later visitor will encounter the resource with its current access time. Our 
discussion clarified that it is the state time which must be clearly specified by the citation, either in the name 
of its identifier (such as a fragment identifier) or by issuing a new name for that precise instant. 
 
This requires no addition to the first example, because the state time argument is already given. 
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Discussion 
 
Achieving persistent reproducibility imposes costs on data service providers. It remains to be seen how 
burdensome these are, and whether they are acceptable for the benefits they offer. 
Easier options are DataCite's approaches (a) time slices and (b) snap shots, and in many cases these may be 
acceptable to communities. 
 
EUDAT's role of recommending a common strategy is difficult as each research community has its own 
solutions and legacy setups and problems. Changing the behaviour of the communities will be slow, and 
tools will need to continue to operate with "traditional" data sets. Some groups are already offering services 
to the public, but researchers and their communities will have to be engaged  if they are to adopt general 
solutions. 
 
Recommendation: EUDAT should consider a consultancy service to provide guidance on paths for different 
user communities to follow depending on  the individual use case scenarios – differentiated by data rate, 
required granularity and level of accountability, and total data volume. 
 
Recommendation: EUDAT should not try to develop a single “ad hoc” solution. Rrather, it should suggest 
conventions/standards for fragment identifiers and how to represent time stamps. 
 
Overall, the Dynamic Data Working Group proposals are generic and satisfy the needs for reproducibility, 
archiving, and robust use at any point of time. 
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Figures 
Figure 1. Illustration of the Dynamic Data problem. Data (red dashed lines) arrives at a given state time (ST) 
and describes the state of a variable at a particular measurement time (MT). At later state times 
measurements may be updated. 
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Figure 2 Example of Dynamic Data Set multiple update. Snapshot 2 includes the effects of all revisions to 
the data up to ST2. Snapshot 1 contains only the first set of revisions up to ST1 


